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Abstract. Formal analysis of ordinary differential equations (ODEs)
and dynamical systems requires a solid formalization of the underlying
theory. The formalization needs to be at the correct level of abstraction,
in order to avoid drowning in tedious reasoning about technical details.
The flow of an ODE, i.e., the solution depending on initial conditions,
and a dedicated type of bounded linear functions yield suitable abstrac-
tions. The dedicated type integrates well with the type-class based anal-
ysis in Isabelle and we prove advanced properties of the flow, most no-
tably, differentiable dependence on initial conditions via the variational
equation and a rigorous numerical algorithm to solve it.

1 Introduction

Ordinary differential equations (ODESs) are ubiquitous for modeling continuous
problems in e.g., physics, biology, or economics. A formalization of the theory of
ODEs allows us to verify algorithms for the analysis of such systems. A popular
example, where a verified algorithm is highly relevant, is Tucker’s proof on the
topic of a strange attractor for the Lorenz equations [9]. This proof relies on the
output of a computer program, that computes bounds for analytical properties
of the so-called flow of an ODE.

The flow is the solution as a function depending on an initial condition. We
formalize the flow and prove conditions for analytical properties like continuity
of differentiability (the derivative is of particular importance in Tucker’s proof).
Most of these properties seem very “natural”, as Hirsch, Smale and Devaney
call them in their textbook [2]. However, despite being “natural” properties and
fairly standard results, they are delicate to prove: In the textbook, the authors
present these properties rather early, but

“postpone all of the technicalities [...], primarily because understanding
this material demands a firm and extensive background in the principles
of real analysis.”

In this paper, we show that it is feasible to cope with these technicalities in
a formal setting and confirm that Isabelle/HOL supplies a sufficient background
of real analysis.
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We present our Isabelle/HOL library for reasoning about the flow of ODEs.
The main results are formalizations of continuous and differentiable dependence
on initial conditions. The differentiable dependence is characterized by a partic-
ular ODE, the variational equation, and we show how to use existing rigorous
numerical algorithms to solve it (section . The variational equation is posed
on the space of linear functions. We introduce a separate type for this space
in order to profit from the type class based formalization of mathematics in
Isabelle/HOL.

We are not aware of any other formalization that covers this foundational
part of the theory of ODEs in similar detail.

2 Overview

We will first (in section [3) present the “interface” to our theory, i.e., the defi-
nitions and assumptions that are needed for formalizing our main results. Any
potential user of the library needs in principle only know about these concepts.
Because the general topic is very theoretical and foundational work, we present
a practical application right afterwards in section (section

Only then, we go into the details of the techniques that we used to make
this formalization possible. Mathematics and analysis is formalized in Isabelle
mostly based on type classes and filters, as has been presented earlier in earlier
work [3]. We follow this path to formalize the foundations of our work:

Several proofs needed the notion of a uniform limit. We cast this notion into
the “Isabelle/HOL approach to limits”: we define it using a filter. This gives a
versatile formalization and one can profit from the existing infrastructure for
filters in limits. This will be presented in section

The derivative of the flow is a linear function. The space of linear functions
forms a Banach space. In order to profit from the structure and properties that
hold in a Banach space (which is a type class in Isabelle/HOL), we needed to
introduce a type of bounded linear functions. We will present this type and
further applications of its formalization in section [6]

In section[7] we present the technical lemmas that are needed to prove conti-
nuity and differentiability of the Flow in order to give an impression of the kind
of reasoning that is required.

All of the theorems we present here and in the following are formalized in
Isabelle/HOL [§], the source code can be found in the development version of
the Archive of Formal Proofll

3 The Flow of a Differential Equation

In this section, we introduce the concept of flow and existence interval (which
guarantees that the flow is well-defined) and present our main results (without

!http://www.isa-afp.org/devel-entries/Ordinary_Differential_Equations.
shtml
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proofs at first, we will present some of the lemmas leadings to the proofs in
section @

The claim we want to make in this section is the flow as definition is a
suitable abstraction for initial value problems. But beware: do not get deceived
by simplicity of statements: as already mentioned in the introduction, these are
all “natural” properties, but the proofs (also in the textbook) require many
technical lemmas.

First of all, let us introduce the concepts we are interested in. We consider
open sets 7', X and an autonomouﬂ ODE with right hand side f

z(t) = f(z(t)), where f : R™ — R" is a function from X to X (1)

Under mild assumptions (which we will make more precise later in defini-
tion , there exists a solution ¢(t), which is unique for an initial condition
x(tp) = xo. To emphasize the dependence on the initial condition, we write
¢(z0,t) for the solution of equation (). This solution depending on initial con-
ditions is called the flow of the differential equation:

Definition 1 (Flow). The flow ¢(xo,t) is the (unique) solution of the ODE
with initial condition x 0 = xg

The solution does not necessarily exist for every ¢ € T'. For example, solutions
can ezxplode in finite time s: if lim;_, s p(x3,t) = oo, then the flow is only defined
for t < s as is illustrated in figure [1| for ¢(x3, ). We therefore need to define a
notion of (maximal) existence interval.

Definition 2 (Maximal Existence Interval). The maximal existence inter-
val of the ODE is the open interval

ex-ivl (zg) = |a; B]

for a, f € RU{oo, —o0}, such that ¢(xo,t) is a solution for t € ex-ivl. Moreover
for every other interval I and every solution ¥ (xzo,t) fort € I, one has I C J
and Vt € 1. (xo,t) = @(x0,t).

We claim that the flow ¢ (together with ex-iv/, which guarantees the flow to
be well-defined) is a very nice way to talk about solutions, because after guar-
anteeing that they are well-defined, these constants have many nice properties,
which can be stated without further assumptions.

3.1 Composition of solutions

A first nice property is the abstract property of the generic notion of flow. This
notion makes it possible to easily state composition of solutions and to alge-
braically reason about them. As illustrated in figure [I} flowing from z; for time
s + t is equivalent to first flowing for time s, and from there flowing for time ¢.

This only works if the flow is defined also for the intermediate times (the
theorem can not be true for p(xg,t+ (—t)) if ¢ ¢ ex-ivl).

2 this means that f does not depend on ¢. Many of our results are also formalized for
non-autonomous ODEs, but the presentation is clearer, and reduction is possible.
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Theorem 3 (Flow property).

{s,t,s +t} C ex-ivl(xg) = @(x0,5+1t) = o(p(x0,5),t)

3.2 Continuity of the Flow

In the previous lemma, the assumption that the flow is defined (i.e., that the
time is contained in the existence interval) was important. Let us now study the
domain 2 = {(z,t) | t € ex-ivi(z)} € X x T of the flow in more detail. {2 is
called the state space.

For the first “natural” property, we consider an element in the state space.
(t,x) € §2 means that we can follow a solution starting at x for time ¢. It is
“natural” to expect that solutions starting close to x can be followed for times
that are close to t. In topological parlance, the state space is open.

Theorem 4 (Open State Space). open{?

In the previous theorem, the state space allows us to reason about the fact
that solutions are defined for close times and initial values. For quantifying how
deviations in the initial values are propagated by the flow, Gronwall’s lemma is
an important tool that is used in several proofs. Because of its importance in
the theory of dynamical systems, we list it here as well, despite it being a rather
technical result. Starting from an implicit inequality g t < C + K - fot g(s)ds
involving a continuous, nonnegative function g : R — R, it allows one to deduce
an explicit bound for g:

Lemma 5 (Gronwall).
0<C = 0< K = continuous-on [0;a] g =
¢
V. 0 < g(t) §C’+K-/ g(s)ds =
0

Vt € [0;a]. g(t) < C -5



Gronwall’s lemma can be used to show that solutions deviate at most ex-
ponentially fast: IK. |p(z,t) — o(y,t)| < |z — y| - X1l (see also Lemma .
Therefore, by choosing x and y close enough, one can make the distance of the
solutions arbitrarily small. In other words, the flow is a continuous function on
the state space:

Theorem 6 (Continuity of Flow). continuous-on {2 ¢

3.3 Differentiability of the Flow

Continuity just states that small deviation in the initial values result in small
deviations of the flow. But one can be more precise on how initial deviations
propagate. Consider figure [2 which depicts a solution starting at (z,y) and its
evolution up to time ¢, as well as two other solutions evolving from initial values
that have been perturbed via vectors v, and v,, respectively. A nice property of
the flow is that it is differentiable: the way initial deviations propagate can be
approximated by a linear function. So instead of solving the ODE for perturbed
initial values, one can approximate the resulting perturbation with the linear
function: Dy - v = ¢((z,y),t) — ¢((x,y) + v,t). More formally, our main result
is the formalization of the fact that the derivative of the flow exists and is
continuous.

Theorem 7 (Differentiability of the Flow). For every (z,t) € {2 There
exists a linear function W (x,t), which is the derivative of the flow at (x,t):

AW. Dy|(z,4) = W (z,t) A continuous-on 2 W

4 Rigorous Numerics for the Derivative of the Flow

In this section, we show that the formalization is not something abstract and
detached, but something that can actually be computed with: The derivative
W of the flow can be characterized as the solution of a linear, matrix-valued
ODE, a byproduct of the (constructive) proof of differentiability in lemma
The derivative with respect to xz, written W, is the solution to the following

ODH?|

W(t) = Dfloo.) - W(t)

with initial condition W (0) is the identity matrix.

We encode this matrix valued variational equation into a vector valued one,
use an existing rigorous numerical algorithm for solving ODEs in Isabelle [5]
to compute bounds on the solutions. Re-interpreting the result as bounds on
matrices, we obtain bounds on the solution of the variational equation. As a
concrete example, we use the van der Pol system: & = y; ¢ = (1 —22)y — x for
initial condition (xo,y0) = (1.25,2.27).

3 here, - stands for matrix multiplication



The overall setup for the computation is as follows: We have an executable
specification of the Euler method (which is formally verified to produce rigorous
enclosures for the solution of an ODE) and use Isabelle’s code generator [I] to
generate SML code from this specification. We chose to compute the evolution
until time ¢ = 2 with a discrete grid of 500 time steps. The computation takes
about 3 minutes on an average laptop computer. As a result, we get the following
inclusion for the variational equation:

Theorem 8.

0.18;0.23]  [0.41;0.414]
W) e ([—0.048; —0.041] [0.26;0.27) )

The left column of the matrix shows the propagation of a deviation in the x di-
rection: a (1,0) deviation is propagated to a ([0.18;0.23], [—0.048; —0.041]) devi-
ation: it gets smaller but remains mostly in the x direction. For the right column,
a deviation in the y direction (0, 1) is propagated to a ([0.41;0.414]; [0.26;0.27])
deviation: it contracts as well, but it gets rotated towards the x direction.

5 Uniform Limit as Filter

Filters have proved to be useful to describe all kinds of limits and convergence [3].
We use filters to define uniform convergence. For details about filters, please
consider the source code and the paper [3]. In the formalization, the uniform
limit uniform-limit X f | F is parameterized by a filter F', here we just present
the explicit formulations for the sequentially and at filters.

A sequence of functions f,, : @ — [ for n € N is said to converge uniformly
on X : P(a) against the uniform limit | : a — (3, if

Definition 9.

uniform-limit X f [ sequentially :=
Ve>0.IN. Ve e X.Vn > N. |fpxz—lz|<e

Note the difference to pointwise convergence, where one would exchange the
order of the quantifiers AN and Vz € X.

With the (at z) filter, we can also handle uniform convergence of a family of
functions f, : @« — [ as y approaches z:

Definition 10.

uniform-limit X f 1 (at z) :=
Ve>0.30>0. Yy ly—z/<d = (Vxe X dist (fy z) (lz)<e)

The advantage of the filter approach is that many important lemmas can
be expressed for arbitrary filters, for example the uniform limit theorem, which
states that the uniform limit of a (via filter F' generalized) sequence f,, of con-
tinuous functions is continuous.



Theorem 11 (Uniform Limit Theorem).

(Vn € F. continuous-on X f,) = uniform-limit X f | F —

continuous-on X fp,

A frequently used criterion to show that an infinite series of functions con-
verges uniformly is the Weierstrass M-test. Assuming majorants M, for the
functions f, and assuming that the series of majorants converges, it allows one
to deduce uniform convergence of the partial sums towards the series.

Lemma 12 (Weierstrass M-Test).

V. Ve e X. |fy x| < M, = ZM"<OO =
neN

uniform-limit X (n+— x — Z fix) (x— Z fi x) sequentially
i<n i€N

6 Bounded Linear Functions

We introduce a type of bounded linear functions (or equivalently continuous
linear functions) in order to be able to profit from the hierarchy of mathematical
type classes in Isabelle/HOL.

6.1 Type Classes for Mathematics in Isabelle/HOL

In Isabelle/HOL, many of the mathematical concepts (in particular spaces with
a certain structure) are formalized using type classes.

The advantage of type class based reasoning is that most of the reasoning
is generic: formalizations are carried out in the context of type classes and can
then be used for all types inhabiting that type class. For generic formalizations,
we use Greek letters «, 3, and name their type class constraints in prose (i.e., if
we write that we “consider a topological space” «, then this result is formalized
generically for every type « that fulfills the properties of a topological space).

The spaces we consider are topological spaces with open sets, (real) vector
spaces with addition + : @« — a — «a and scalar multiplication - : R — a — «.
Normed vector spaces come with a norm |(_)| : @« — R. A vector space with
multiplication * : @« — a — « that is compatible with addition (a + b) * ¢ =
axc+bxcis an algebra and can also be endowed with a norm. Complete normed
vector spaces are called Banach spaces.

6.2 A Type of Bounded Linear Functions

An important concept is that of a linear function. For vector spaces o and (3,
a linear function is a function f : a — S that is compatible with addition and
scalar multiplication.



Definition 13.

linear f:=Vzyc. flc-x+y)=c-f(z)+ f(y)

We need topological properties of linear functions, we therefore now assume
normed vector spaces « and 3. One usually wants linear functions to be contin-
uous, and if o and 3 are vector spaces of finite dimension, any linear function
a — [ is continuous. In general, this is not the case, and one usually assumes
bounded linear functions. The norm of the result of a bounded linear function is
linearly bounded by the norm of the argument:

Definition 14.
bounded-linear f := linear f A3K. Vx. |f(z)] < K * ||

We now cast bounded linear functions a — (8 as a type a —p; 8 in order to
make it an instance of Banach space.

Definition 15.

typedef o —p B :={f : « — (| bounded-linear f}

6.3 Instantiations

For defining operations on type a —p; 3, the Lifting and Transfer package [4]
is an essential tool: operations on the plain function type o — [ are automati-
cally lifted to definitions on the type o —p; 8 when supplied with a proof that
functions in the result are bounded-linear under the assumption that argument
functions are bounded-linear. We write application of a bounded linear function
f:a—p B with an element x : « as follows.

Definition 16 (application of bounded linear functions).
(f-x):p

We present the definitions of operations involving the type a —p 8 by pre-
senting them in an extensional form using -. Bounded linear functions with point-
wise addition and pointwise scalar multiplication form a vector space.

Definition 17 (Vector Space Operations). For f,g: a —p 8 and ¢: R,
(f+g)z=fz+g-x

(- f)-w=c-(f )

The usual choice of a norm for bounded linear functions is the operator norm:
the maximum of the image of the bounded linear function on the unit ball. With
this norm, o —p; 8 forms a normed vector space and we prove that it is Banach
if @« and 3 are Banach.



Definition 18 (Norm in Banach Space). For f : a —p £,

|f| :=max {|f-y|||y| <1}

One can also compose bounded linear functions according to (fog) -z = f -
(g-x). Bounded linear operators—that is bounded linear functions o —; « from
one type « into itself—form a Banach algebra with composition as multiplication
and the identity function as neutral element:

Definition 19 (Banach Algebra of Bounded Linear Operators).
For f,g:a —p a,

(frg)-z:=(fog) =

l-x:=x

6.4 Applications

Now we can profit from many of the developments that are available for Banach
spaces or algebras. Here we present some useful applications: The exponential
function is defined generically for banach-algebra and can therefore be used for
bounded linear functions as well. Furthermore, the type of bounded linear func-
tions can be used to describe derivatives in arbitrary vector spaces and therefore
allows one to naturally express (and conveniently prove) basic results from anal-
ysis: the Leibniz rule for differentiation under the integral sign and conditions for
(total) differentiability of multidimensional functions. Note that not everything
in this section is directly necessary for the formalizations of our main results, it
is rather intended to show the versatile use of a separate type for bounded linear
functions in Isabelle/HOL.

Exponential of operators The exponential function for bounded linear func-
tions is a useful concept and important for the analysis linear ODEs. Here we
present that the solution of linear autonomous homogeneous differential equa-
tions can be expressed using the exponential function. For a Banach algebra «,
the exponential function is defined using the usual power series definition (B* is
a k fold multiplication B * - - - % B):

Definition 20 (Exponential Function). For a Banach algebra « and B : «,

o0
ef = E
k=0

We prove the following rule for the derivative of the exponential function

| —

. B*
!

o

=ev 4. A

Lemma 21 (Derivative of Exponential). dZJ;A



Proof. After unfolding the definition of derivative df;;A = limy,_,q M,

the crucial step in the proof is to exchange the two limits (one is explicit in
limp_,0, and the other one is hidden as the limit of the series definition [20] of
the exponential). Exchange of limits can be done similar to Theorem while
uniform convergence is guaranteed according to the Weierstrass M-Test from
Lemma O

With this rule for the derivative and an obvious calculation for the initial value,
one can show the following

Lemma 22 (Solution of linear initial value problem).
Pao,to (1) 1= (et A) (z0) is the unique solution to the ODE ¢ t = A (¢ t) with
ingtial condition ¢(tg) = xo.

Total Derivatives The total derivative (or Fréchet derivative) is a generaliza-
tion of the ordinary derivative (of functions R — R) for arbitrary normed vector
spaces. To illustrate this generalization, recall that the ordinary derivative yields
the slope of the function: if f’(x) = m, then
r+h)—

i JEHR) — fl2) (2)

h—0 h
Moving the m under the limit, one sees that the (linear) function h +— h-mis a
good approximation for the difference of the function value at nearby points x
and z + h:

i F@ 1) = f(@) = hom

h—0 h =0

This concept can be generalized by replacing h — h - m with an arbitrary
(bounded) linear function A. In the following equation, A is a good linear ap-
proximation.

o T+ 1) = £(@) = A
h—0 ||

=0 3)

Note that in the previous equation, we can (just formally) drop many of the
restrictions on the type of f. We started with f : R — R in equation [2] but the
last equation still makes sense for f : @ — 3 for normed vector spaces «, 8. We
call A: a —p B the total derivative Df of f at a point z:

Definition 23 (Total Derivative). For A:a —p 5 in equation@ we write
Dfl. = A

The total derivative is important for our developments as it is for example
the derivative W of the flow in Theorem [7] It is only due to the fact that the
resulting type o —p « is a normed vector space, that makes it possible to
express continuity of the derivative or to express higher derivatives.

10



Another example, where interpreting the derivative as bounded linear func-
tion o —p; B is helpful, is when deducing the total derivative of a function f
by looking at its partial derivatives f; and fo (that is, the derivatives w.r.t.
one variable while fixing the other). One needs the assumption that the partial
derivatives are continuous.

Lemma 24 (Total Derivative via Continuous Partial Derivatives).
Forfia=f—=y fira=B=(a=u7), fora—= = (8—=w7)

V. Vy. Dla— foy)l.=frzy =

V. Vy.D(y—= fzy)l,=faory =

continuous ((x,y) — f1 z y) =

continuous ((z,y) — fo z y) =

D((z,y) = f 2 Y|y (1 t2) =(frzy) i+ (fazy) ta

Leibniz rule Another example is a general formulation of the Leibniz rule.
The following rule is a generalization of e.g., the rule formalized by Lelay and
Melquiond [7] to general vector spaces. Here [[a;b]] is a hyperrectangle in Eu-
clidean space R™. The rule allows one to differentiate under the integral sign:

the derivative of the parameterized integral f; f x tdt with respect to x can be
expressed as the integral of the derivative of f. Note that the integral on the
right is in the Banach space of bounded linear functions.

Lemma 25 (Leibniz rule). For Banach spaces «, 8 and f : a« — R™ — 3,
fira=R" = (a =y B),
Vi.Dx— faot)pg=fHhaot =
x. (f x) integrable-on [[a; b]]
Vat. t € [[a;b]] = continuous ((z,t) — f x t)

(m'—>/f:rtdt>|m /flzrtdt

7 Proofs about the Flow

We will now go into the technical details of the proofs leading towards continuity
and differentiability of the flow (Theorems [6] and [7)). We still do not present the
proofs: their structure is very similar to the textbook [2] proofs. Nevertheless,
we want to present the detailed statements of the propositions, as they give a
good impression on the kind of reasoning that was required.

7.1 Criteria for Unique Solution

First of all, we specify the common assumptions to guarantee existence of a
unique solution for an initial value problem and therefore a condition for the
flow in definition [ to be well-defined.

11



We assume that f is locally Lipschitz continuous in its second argument: for
every (t,z) € T x X there exist e-neighborhoods U, (t) and U, (t) around ¢ and =,
in which f is Lipschitz continuous w.r.t. the second argument (uniformly w.r.t.
the first): the distance of function values is bounded by a constant times the
distance of argument values:

Definition 26.

local-lipschitz T X f :=
VteT. Vx e X.
de > 0. 3L.
Vt' € U(t). Vay, 29 € Us(x). |f t' w1 — f ) 20| < L+ |21 — 12
Now the only assumptions that we need to prove continuity of the flow are open

sets for time and phase space and a locally Lipschitz continuous right-hand side
f that is continuous in t:

Definition 27 (Conditions for unique solution).

1. T is an open set

2. X s an open set

8. fis locally Lipschitz continuous on X : local-lipschitz T X f
4. for every x € X, t — f(t,x) is continuous on T.

These assumptions (the detailed proofs that these assumptions guarantee the
existence of a unique solution for initial value problems has been presented in
Theorem 3 of earlier work [0]).

7.2 The Frontier of the State Space

It is important to study the behavior of the flow at the frontier of the state
space (e.g., as time or the solution tend to infinity). From this behavior, one can
deduce conditions under which solutions can be continued. This yields techniques
to gain more precise information on the existence interval ex-iv/.

If the solution only exists for finite time, it has to explode (i.e., leave every
compact set):

Lemma 28 (Explosion for Finite Existence Interval).
ex-ivl(zg) = |a, B = B < 00 = compact K —>
It > 0. t € ex-ivl(zg) A p(xo,t) ¢ K

This lemma can be used to prove a condition on the right-hand side f of the
ODE, to certify that the solution exists for the whole time. Here the assumption
guarantees that the solution stays in a compact set.

Lemma 29 (Global Existence of Solution).

(VseT.YueT. L. AM. Vt € [s;u]. Ve e X. |[f t | < M + L - |z]|)
= ex-ivl(zg) =T

12



7.3 Continuity of the Flow

The following lemmas are all related to continuity of the flow. With the help
of Gronwall’s lemma 5, one can show that when two solutions (starting from
different initial conditions g and yp) both exist for a time ¢ and are restricted to
some set Y on which the right-hand side f satisfies a (global) Lipschitz condition
K, then the distance between the solutions grows at most exponentially with
increasing time:

Lemma 30 (Exponential Initial Condition for Two Solutions).
t € ex-ivl(xg) = t € ex-ivl(yp) =
EY = Ye¥Y =YX —=
Vs € [0;t]. ¢(x0,8) €Y =
Vs € [0;t]. ©(yo,8) €Y =
Vs € [0;¢]. lipschitz Y (f s) K =
(o, t) — @(yo, )] < laro — yol - *°*

Note that it can be hard to establish the assumptions of this lemma, in
particular the assumption that both solutions from xy and ¥ exist for the same
time ¢. Consider figure [1} not all solutions (e.g., from z3) do necessarily exist
for the same time s. One can choose, however, a neighborhood of x;, such that
all solutions starting from within this neighborhood exist for at least the same
time, and with the help of the previous lemma, one can show that the distance
of these solutions increases at most exponentially:

Lemma 31 (Exponential Initial Condition of Close Solutions).
a € ex-ivl(zg) = b€ ex-ivl(zg) = a<b
36 > 0. 3K > 0. Us(xzg) C X A
(Vy € Us(xo). Vt € [a;b].
t € ex-ivl(y) Alp(wo,t) — ¢y, 1) < |zo —yl-e

Using this lemma is the key to showing continuity of the flow (theorem @
A different kind of continuity is not with respect to the initial condition, but
with respect to the right-hand side of the ODE.

K~\t|)

Lemma 32 (Continuity with respect to ODE). Assume two right-hand
sides f, g defined on X and uniformly close |f ©—g x| < €. Furthermore, assume
a global Lipschitz constant K for f on X. Then the deviation of the flows ¢y
and g can be bounded:

E .
lor(@o,t) — pg(x0, )| < i Kt
7.4 Differentiability of the Flow

The proof for the differentiability of the flow incorparates many of the tools that
we have presented up to now, we will therefore go a bit more into the details of
this proof.

13



Assumptions The assumptions in definition 27] are not strong enough to prove
differentiability of the flow. However, a continuously differentiable right-hand
side f : R™ — R™ suffices. To be more precise:

Definition 33 (Criterion for Continuous Differentiability of the Flow).
f :R" = (R" =4 R™). (Vo € X. Df|, = f’ x) A continuous-on X f’
From now on, we denote the derivative along the flow from z¢ with A,, :

R — R™:

Definition 34 (Derivative along the Flow). A, (t) := Df| (0,0

The derivative of the flow is the solution to the so-called variational equa-
tion, a non-autonomous linear ODE. The initial condition ¢ is supposed to be a
perturbation of the initial value (like v, and v, in figure [2]) and in what follows
we will prove that the solution to this ODE is a good (linear) approximation of
the propagation of this perturbation.

1) = Auy 1) ()
{um) ~¢ | W

We will write ugy,(§,t) for the flow of this ODE and omit the parameter
and/or the initial value & if they can be inferred from the context.

As a prerequisite for the next proof, we begin by proving that u,,(§,t) is
linear in £, a property that holds because u is the solution of a linear ODE (this
is often also called the “superposition principle”).

Lemma 35 (Linearity of us;,(&,t) in &).
Q- Ugy o) + B - gy p(t) = Usg,aat+p-6(E)-

Because £ — g, (§,t) : R™ — R is linear on Euclidean space, it is also bounded
linear, so we will identify this function with the corresponding element of type
R™ —p; R™. The main efforts go into proving the following lemma, showing that
the aforementioned function is the derivative of the flow ¢(xg,t) in xg.

Lemma 36 (Space Derivative of the Flow). Fort € ex-ivl(xg),

(D(x - @(x’t)”wo) §= uT«o(gat)

Proof. The proof starts out with the integral identities of the flow, the perturbed
flow, and the linearized propagation of the perturbation:

t
o(z0,t) = 20 + / F(o(p, 5)) ds
pro +E,8) = zo +E+ / F(p(wo +€,5)) ds
t
o (6,8) = € + / Ao (5) o (€, 5) ds

—cq / F(0(@0,5)) -ty (€, 5) s
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Then, for any fixed ¢, after a sequence of estimations (3 pages in the textbook
proof) involving e.g., uniform convergence (section [5)) of the first-order remain-
der term of the Taylor expansion of f, continuity of the flow (theorem @, and
linearity of u (lemma one can prove the following inequality.

lp(zo +&,1) — p(@0,t) — uao (&I _
€1l B

This shows that uz,(£,t) is indeed a good approximation for the propagation of
the initial perturbation £ and exactly the definition for the space derivative of
the flow. a

Note that ug, (€, t) yields the space derivative in direction of the vector . The
total space derivative of the flow is then the linear function & — wuy, ¢(t). But this
derivative can also be described as the solution of the following “matrix-valued”
variational equation:

{on (t) = Azy (t) 0 Way (1) (5)

This initial value problem is defined for linear operators of type R™ — 5 R™.
Thanks to lemma [29] one can show that it is defined on the same existence
interval as the flow ¢. The solution W, is related to solutions of the variational
IVP as follows:

Uz (57 t) - Wzo (t) &

The derivative of the flow ¢ at (x,t) with respect to ¢ is given directly by
the ODE, namely f(¢(xo,t)). Therefore and according to lemma [24] the total
derivative of the flow is characterized as follows:

Theorem 37 (Derivative of the Flow).

Dl(zg.t) - (§:7) = Wao () - £+ 7 - f (o(0,1))

7.5 Continuity of Derivative

Regarding the continuity of the derivative Dy|(,, ¢) - (£, 7) with respect to (z,1):
7 f (e(x0,t)) is continuous because of deﬁnition and theorem [}

W, (t) is continuous with respect to ¢, so what remains to be shown is con-
tinuity of the space derivative regarding xg. The proof of this statement relies
on theorem because for different values of zy, W, is the solution to ODEs
with slightly different right-hand sides. A technical difficulty here is to establish
the assumption of global Lipschitz continuity for theorem [32]
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8 Conclusion

To conclude, our formalization contains essentially all lemmas and proofs of at
least 22 pages (Chapter 17) of the textbook by Hirsch et al. [2] and additionally
required some more general-purpose background to be formalized, in particular
uniform limits and the Banach space of (bounded) linear functions. The separate
type for bounded linear functions was a minor complication that was necessary
because of the type class based library for analysis in Isabelle/HOL. We showed
the concrete usability of our results by verifying the connection of the abstract
formalization with a concrete rigorous numerical algorithm.
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